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ABSTRACT

In a Cournot oligopoly, prior to choosing quantity, each firm has an opportunity to form pair-wise collaborative links with other firms. These pair-wise links lower costs of production of the firms which form a link and, if there are knowledge spillovers, also lower costs of other firms which are connected to them. The collection of pair-wise links defines a collaboration network. We characterize stable networks and compare them with efficient networks.

We find that the complete network is stable, irrespective of the assumptions on spillovers across collaboration links. This is in contrast to some recent work on group formation in cournot oligopoly, see e.g., Bloch (1995). Our finding is also interesting from a welfare point of view since, in such settings, the complete network is efficient from a social point of view.
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1 Introduction

Consider a set of firms in an oligopolistic industry which compete in the market by setting quantities. Prior to this choice of quantities, they have an opportunity to form pair-wise collaborative links. We allow a firm to be a member of any number of distinct pair-wise collaborations. Thus in principle networks may involve intransitive collaborative relations: given distinct firms, i, j and k, a link between i and j and between j and k does not imply that i and k are also linked. The set of all pairwise collaborations defines a collaboration network. We study the nature of stable collaboration networks and compare them to the efficient networks.

We start with an analysis of the case where collaborations have no knowledge spillovers: the lowering of costs for firms i and j from a collaboration with each other are independent of the number of other collaborations they individually have with other firms. We focus on the case where demand is linear and a firm's marginal cost decreases linearly with the number of collaborative links it has with other firms. We find that the complete network, i.e., a network in which there is a collaborative link between every pair of firms, is both the unique stable network as well as the unique efficient network. Thus we observe no conflict between stability and efficiency in this framework.

We then consider the case of perfect spillovers: when firms i and j establish a collaborative link, then they also benefit (in terms of cost reduction) by the same amount from the collaborative links each maintains with other firms. We observe first that the complete network continues to be stable as well as efficient, in this setting. It is, however, no longer the unique network to satisfy these properties. The set of stable networks is quite large: a stable network is either connected or has at most two components. We also find that any connected network in which every link is non-critical is stable. In particular, we find networks such as the wheel, where collaborative relations are non-transitive, are stable. If a stable network is disconnected then we show that the two components must be of unequal size.

We show that a network is efficient if and only if it is connected. Thus in addition to the complete network, structures such as the star/hub-spokes network and the line network are also efficient in this framework. A comparison of efficient and stable networks reveals that while there exist networks – such as the complete network and the wheel – which are efficient as well as stable, the two sets do not coincide. First, we observe that there exist stable

---

1 Please refer to section 2 for formal definitions.
networks which are not efficient. An example is a network with \( N \) (where \( N \geq 5 \)) firms in which \( N-1 \) firms form a complete component while a single firm is isolated. It can be shown that such a network is stable; however, it is inefficient since it is not a connected network. Second, we observe that there exist efficient networks which are not stable. One instance of such networks is the set of minimally connected networks.\(^2\) Since minimally connected networks are connected, such networks are efficient. However, since all collaborative links in a minimally connected network are critical, they are not stable.

We also study the robustness of our results on stability and efficiency by allowing for general payoff functions, imperfect spillovers and asymmetric firms. In the first extension, we focus on the model of no-spillovers. We maintain the assumption that marginal costs are strictly decreasing in the number of direct collaborative link that a firm has with other firms; we do not require any more that the reduction in marginal cost is linear in the number of links. We first show that every stable graph has the transitivity property: if firms \( i \) and firm \( j \) have a collaboration and firm \( j \) has a collaboration with some other firm \( k \), then it must be the case that firms \( i \) and \( k \) also have a collaboration. In other words, if a stable graph consists of more than one component, then each component is complete. We then examine the size and number of components in a stable network. We show that components in a stable network must be of unequal size and derive bounds on the number of components in a stable network. Finally, we show that the complete graph is always stable.

We conclude with a discussion of the case of imperfect spillovers and the case of asymmetric firms. In the former case, the reduction in marginal costs falls exponentially as the links become more distant. The imperfect spillover case is difficult to characterize fully even in relatively simpler models where link formation is one-sided (for instance, Bala and Goyal (1998)) or where link formation is not rival (for instance, Jackson and Wolinsky (1996)). We offer some partial results on stable networks and demonstrate that the complete network continues to be stable.

Our paper is a contribution to the study of group formation and cooperation in oligopolies. In recent years, considerable work has been done on this subject; see e.g., Bloch (1995,1996), Ray and Vohra (1997), Yi (1996,1997) and Yi and Shin (1995). In this literature, group formation is modelled in terms of a coalition structure which is a partition of the set of firms. Each firm, therefore, can belong to one and only one element of the partition, referred to as

\(^2\)A network is said to be minimally connected if deleting a collaborative link between any two firms results in a network which is not connected. Minimally connected networks include the star and the line networks.
a coalition. Moreover, within a coalition, every firm is assumed to be symmetrically located, and thus avails of similar rewards from membership. Putting it differently, it is the number of firms in each coalition which determines of profits of each firm.

In contrast, we develop a model of group formation in an oligopoly based on pair-wise links between firms. This framework is richer than that of coalition structures in an important aspect: it accommodates collaborative relations that are non-transitive. The existing work on coalition structures basically restricts attention to collaboration structures are transitive. This restriction can be motivated quite well in some cases such as cartel formation, but it appears to be unduly restrictive for studying the nature of research and development joint ventures between firms. Thus, for example, in a three firm world, it is possible that firm 1 has a pair-wise link with 2 and 3, respectively, while the latter two firms have no pair-wise collaboration with each other. In this network, if the spillovers across pair-wise links are imperfect or absent, then the profit of firm 1 on the one hand, and firms 2 and 3 on the other hand, will be different.

Our approach is inspired by the recent work on strategic models of network formation; see e.g., Bala and Goyal (1998), Goyal (1993), Jackson and Wolinsky (1996), and Krannert and Minehart (1998). In the context of this literature, the primary contribution of the present paper is to show how ideas and concepts of network formation can be applied to a concrete problem in the theory of industrial organization. In particular, in our model, the formation of collaborative links generates benefits which are rival: when firms i and j form a collaborative link, they lower their marginal costs which in turn always lowers the profits of those firms who are not directly or indirectly linked to i and j. Thus we study an example of network formation characterized by negative externalities. To the best of our knowledge this is the first paper to examine the architecture of collaboration networks in such a setting.

We now contrast our results with those in the existing literature. Bloch (1995,1996) develops a sequential coalition unanimity game in which firms propose coalitions and a coalition is formed only if every member of a proposed coalition agrees to become a member. Each firm's marginal cost is linearly declining in the size of the coalition of which it is a member. After coalitions are formed, the firms compete as Cournot oligopolists in a market with linear homogeneous demand. Bloch demonstrates that there is a unique stable coalition structure, in which firms are divided into two unequal groups. In particular, with N firms, the number of firms in the larger coalition is the integer closest to 3(N + 1)/4. The efficient coalition structure, however, is the grand coalition which cannot be achieved as a stable outcome of

\footnote{In the presence of spillovers, the profits of firms linked directly or indirectly (through a chain of intermediate links) to i and j may also increase.}
the game. By contrast, we find in the context of the linear model that, if spillovers are absent, then the complete network/grand coalition is the unique stable as well as the unique efficient network. In the presence of perfect spillovers, we find that the complete network is still stable and efficient. However, other networks also arise in this case. In particular, we find that if the stable network is disconnected then it consists of two components of unequal size. This last result is similar to the findings of Bloch.

Yi and Shin (1995) propose a simultaneous open membership game in which all players announce their decision to form coalitions at the same time and non-members cannot be excluded from joining a coalition. They obtain the grand coalition as the stable outcome of the open membership game. Their approach is akin to a game in which the decision to join a coalition is one-sided. In such a game, and in the presence of perfect spillovers, a member of a smaller group always has an incentive to join a larger group. In our paper, by contrast, link formation is based on pair-wise incentive compatibility, and it is therefore interesting to observe that a grand coalition can be obtained in this setting also. Thus our result provides an alternative explanation as to how a grand coalition may emerge.

Ray and Vohra (1997) propose a sequential equilibrium binding agreements game, in which a sub-coalition is permitted to block a given strategy vector, thereby making the coalition structure finer. However, the blocking coalition does not naively take the strategy of the complement as given. Rather, it looks forward to an equilibrium that will be induced as the complementary members of the coalition structure react to its blocking. An equilibrium binding agreement is one which cannot be blocked by any coalition in a given coalition structure. Ray and Vohra apply this idea to a Cournot oligopoly with linear homogeneous demand and constant marginal cost. In their framework, marginal costs are not affected by coalition formation (the focus is on collusion in the quantity game). Considering just aggregate profits, they show that the grand coalition is efficient. They then demonstrate a cyclical pattern of stability as the number of players increase. In particular, while the grand coalition can be supported by an equilibrium binding agreement for very low and very high values of \( N \), it is not immune to blocking by some coalition for intermediate values of \( N \). In contrast, in a model where marginal costs are sensitive to link formation, we obtain the complete network as the unique stable and efficient network, independent of the value of \( N \).

The model is presented in section 2; the analysis with no spillovers is presented in section 3 while the analysis with perfect spillovers is presented in section 4. Section 5 present an extension to general marginal costs with no spillovers. Section 6 concludes with a discussion of the imperfect spillover case and the case of asymmetric firms.
2 Basic Model

We consider a setting in which a set of firms first choose their collaboration links with other firms. These collaboration agreements are pair-wise and help lower marginal costs of production. The firms then compete in a market by choosing quantities. We are interested in the network of collaboration that emerges in this setting. We now develop the required terminology and provide some definitions.

2.1 Preliminaries

Let $N = \{1, 2, ..., N\}$ denote a finite set of firms. To avoid trivialities, we shall assume that $N \geq 3$. For any $i, j \in N$, the pair-wise relationship between the two firms is captured by a binary variable, $g_{ij} \in \{0, 1\}$; $g_{ij} = 1$ means that a direct link (joint venture) is established between firms $i$ and $j$ while $g_{ij} = 0$ means that no direct link is formed. By definition, $g_{ii} = 1 \forall i \in N$. A network, $g = \{(g_{ij})_{i, j \in N}\}$, is a formal description of the pair-wise collaboration relationships that exist between the firms in $N$. We let $G$ denote the set of all networks. Two special cases are the complete network, $g^c$, in which $g_{ij} = 1 \forall i, j \in N$, and the empty network, $g^e$, in which $g_{ij} = 0 \forall i, j \in N, i \neq j$. Let $g + g_{ij}$ denote the network obtained by replacing $g_{ij} = 0$ in network $g$ by $g_{ij} = 1$. Similarly, let $g - g_{ij}$ denote the network obtained by replacing $g_{ij} = 1$ in network $g$ by $g_{ij} = 0$.

Let $N(g) = \{i \in N : \exists j \neq i \text{ s.t. } g_{ij} = 1\}$. Each firm in $N(g)$ has at least one direct link to another distinct firm in the network $g$. Therefore, $N(g^c) = N$ and $N(g^e) = \emptyset$. We will let $|N(g)|$ denote the cardinality of $N(g)$. There exists a path between firms $i$ and $j$, either if $g_{ij} = 1$ or if there exists a distinct set of firms $\{i_1, \ldots, i_n\} \subset N(g)$ such that $g_{ii_1} = g_{i_1 i_2} = g_{i_2 i_3} = \cdots = g_{i_{n-1} i_n} = 1$. Given any two firms $i$ and $j$, let $d_{ij}(g)$ denote the number of links in the shortest path between $i$ and $j$ in the network $g$. We shall use the convention that $d_{ij}(g) = \infty$ if there exists no path between $i$ and $j$ in $g$. We refer to $d_{ij}(g)$ as the geodesic distance between firms $i$ and $j$ in $g$. For instance, $d_{ij}(g^c) = 1$ and $d_{ij}(g^e) = \infty \forall i, j \in N$.

A network, $g' \subset g$, is a component of $g$ if for all $i, j \in N(g')$, $i \neq j$, there exists a path in $g'$ connecting $i$ and $j$, and for all $i \in N(g')$ and $j \in N(g)$, $g_{ij} = 1$ implies $g_{ij} \in g'$. Generally, in a component $g'$ with three or more agents, there will exist agents $i$ and $j$ such that $d_{ij}(g') \geq 2$. We shall say that a component $g' \subset g$ is complete if $g_{ij} = 1$ for all $i, j \in N(g')$. 


2.2 Payoffs

Given a network $g$, a firm $i$'s cost function is specified as follows:

$$C_i(q_i, g) = c_i(g)q_i, \ i \in \mathcal{N} \quad (1)$$

where $q_i$ denotes the output of firm $i$. We suppose that a firm's marginal cost is decreasing in the number of direct collaboration links it has. It is possible that a firm's costs be influenced by the collaboration links of other firms; this depends on the nature of spillovers across links. We consider two cases: no spillovers and perfect spillovers. Let $\eta_i(g, 1)$ be the number of firms who have a direct link with firm $i$, in network $g$; likewise, let $\eta_i(g, k)$ be the number of firms for which $d_{ij} = k$ in network $g$. We focus on the case of linearly decreasing costs. We first state the no spillovers case:

$$c_i(g) = c_i(\eta_i(g, 1)) = \gamma_0 - \gamma \eta_i(g, 1), \ \gamma_0 > N\gamma > 0, \ i \in \mathcal{N} \quad (A.1)$$

We next present the case of perfect spillovers:

$$c_i(g) = c_i(\eta_i(g)) = \gamma_0 - \gamma \left[ \sum_{k=1}^{N-1} \eta_i(g, k) \right], \ \gamma_0 > N\gamma > 0, \ i \in \mathcal{N} \quad (A.1')$$

The two expressions above are natural interpretations in the network framework of the specification used in Bloch (1995), where marginal cost of firm $i$ decreases linearly in the number of firms belonging to the same coalition as $i$. Bloch (1995) provides a number of examples which generate the above linear specification for marginal cost. The last equality sign in (A.1)-(A.1') reflects the assumption that the firms are symmetric, in an ex-ante sense.

In the second stage, the firms engage in Cournot competition in a homogeneous product market where they face a linear inverse demand function given by:

$$P = \alpha - \sum_{i \in \mathcal{N}} Q_i \quad (2)$$

Given any network $g$ from the first stage, the second stage Cournot competition between firms yields the following equilibrium output:

$$Q_i(g) = \frac{\alpha - Nc_i(g) + \sum_{j \neq i} c_j(g)}{N + 1}, \ i \in \mathcal{N} \quad (3)$$

\textsuperscript{4}The more general case of cost reduction as well as imperfect spillovers are considered in section 5.
Aggregate Cournot output, given $g$, is:

$$Q(g) = \sum_{i \in \mathcal{N}} Q_i(g) = \sum_{i \in \mathcal{N}} \frac{\alpha - c_i(g)}{N + 1} \tag{4}$$

The second stage Cournot profits for a firm, given $g$, are:

$$\Pi_i(g) = Q_i^2(g), \ i \in \mathcal{N} \tag{5}$$

In our study of stable networks, we will find it convenient to use a positive monotonic transformation of the firm’s profits to write the payoff as follows:

$$\pi_i(g) = \alpha - Nc_i(g) + \sum_{j \neq i} c_j(g), \ i \in \mathcal{N} \tag{6}$$

We assume some restrictions on the parameters to ensure that each firm produces a positive quantity in the Cournot game.

$$0 < c_i(g) \leq \bar{c} < \infty, \ \forall i \in N, \ \forall g \in \mathcal{G}; \ \alpha > 3N\bar{c}. \tag{A.2}$$

### 2.3 Stable and Efficient Networks

We employ a relatively weak notion of stability which is based on the idea that while links are formed bilaterally, they can be severed unilaterally.\(^5\) Formally, the network $g$ is stable if for all $i, j \in \mathcal{N}$:

1. $\pi_i(g) \geq \pi_i(g - g_{ij})$ and $\pi_j(g) \geq \pi_j(g - g_{ij})$
2. if $\pi_i(g + g_{ij}) > \pi_i(g)$, then $\pi_j(g + g_{ij}) < \pi_j(g)$

In words, in a stable network, any firm that is directly linked to another has no incentive to sever the link and any two firms that are not directly linked have no incentive to form a direct link with each other.

\(^5\)We have borrowed this concept from Jackson and Wolinsky (1996).
In order to study efficient networks, we need to consider aggregate welfare. For any network \( g \), this is defined as the sum of consumer surplus and aggregate profits of the \( N \) firms:

\[
W(g) = \frac{1}{2} Q^2(g) + \sum_{i \in N} Q_i^2(g)
\]  

(7)

We shall say that a network \( g^* \) is efficient if \( W(g^*) \geq W(g) \), for all \( g \in \mathcal{G} \).

3 The Case of No Spillovers

In this section we consider the case where the marginal costs of a firm decrease in the number of firms with which it is directly linked, but are unaffected by indirect links.

**Proposition 3.1** Suppose \((A.1)-(A.2)\) hold. Then the complete network, \( g^c \), is the unique stable network.

The intuition behind this result is as follows: if two firms form a link then given \((A.1)\) the costs of all other firms are unaffected. The cost advantage to both firms is the same under \((A.1)\). An inspection of the profit expression in (6) reveals that the positive effects on the profits of a firm \( i \) from a link with another firm \( j \) is given by \( N\gamma \), while the negative effects are given by \( \gamma \). Thus link formation is clearly profit enhancing. This argument shows that any network other than the complete network cannot be stable. To see why the complete network is stable note that no further links can be added, while the deletion of a link by a firm \( i \), with (say) firm \( j \) only increases the costs of firm \( i \) and \( j \) but leaves the costs of all other firms unaffected, lowering profits of firm \( i \) by \((N - 1)\gamma \). Thus it is not profitable to delete links either. This completes the argument.

**Proposition 3.2** Suppose that \((A.1)-(A.2)\) hold. Then the complete network, \( g^c \), is the unique efficient network.

We use a general result on Cournot quantities in proving this result. This is stated as Lemma 3.1.
Lemma 3.1 Suppose A.1 and A.2 hold. Let \( g' \) be any component of a network \( g \). Then \( \sum_{i \in N(g')} Q_i(g) \) is maximized when \( g' \) is complete. In particular, aggregate output, \( Q(g) \) is a maximum for the complete network, \( g' \).

Proof of Lemma 3.1: Consider a component \( g' \) in a network \( g \) that is not complete. Let \( |N(g')| = n', n' \leq N \). Consider firms \( i, j \in N(g') \) such that \( g_{ij} = 0 \). Under (A.2), all firms produce a strictly positive output in a Cournot equilibrium.

\[
\begin{align*}
\sum_{k \in N(g')} [Q_k(g + g_{ij}) - Q_k(g)]
&= \sum_{k \in N(g')} \left[ \frac{\alpha - Nc_k(g + g_{ij}) + \sum_{j \neq k} c_j(g_i + g_{ij})}{N + 1} - \frac{\alpha - Nc_k(g) + \sum_{j \neq k} c_j(g_i)}{N + 1} \right] \\
&= \frac{1}{N + 1} \sum_{k \in N(g') \setminus \{i, j\}} \left[ N(c_k(g) - c_k(g + g_{ij})) + \sum_{j \neq k} c_j(g_i + g_{ij}) - \sum_{j \neq k} c_j(g_i) \right] \\
&\quad + \frac{1}{N + 1} \sum_{k = i, j} \left[ N(c_k(g) - c_k(g + g_{ij})) + \sum_{l \neq k} c_l(g_i + g_{ij}) - \sum_{l \neq k} c_l(g_i) \right]
\end{align*}
\]

On rearranging terms and simplifying, we get:

\[
\begin{align*}
&= \frac{1}{N + 1} \sum_{k = i, j} [c_k(g) - c_k(g + g_{ij})]
\end{align*}
\]

Under (A.1), the last expression is strictly positive. This completes the proof. \( \triangle \)

The proof of Proposition 3.1 proceeds by showing that the aggregate social welfare increases every time a pair of firms previously unconnected form a link. Thus we compare two networks, \( g \) and \( g + g_{ij} \) and show that the welfare levels in the two networks satisfies the following relation: \( W(g + g_{ij}) > W(g) \). It is relatively straightforward to show that the aggregate output and hence consumer surplus increases as costs of the two firms \( i \) and \( j \) go down. The behaviour of the second term in the welfare expression, the aggregate profits of the firms is, however, unclear. We exploit the linearity of the cost reduction in determining the sign and magnitude of that term. The details of the computations are given in the appendix.
4 The Case of Perfect Spillovers

We now consider the case where a firm's marginal cost decreases with the number of firms to whom it is directly as well as those to whom it is indirectly linked.6 We start by showing that the complete network is pair-wise stable. This result also shows that the set of pair-wise stable networks is non-empty.

**Proposition 4.1** Suppose that (A.1')-(A.2) hold. Then $g^c$ is pair-wise stable.

**Proof** In $g^c$, the payoff to each firm is:

$$\pi_i(g^c) = \alpha - c_i(g^c) = \alpha - \gamma_0 + \gamma(N - 1)$$

The payoff to firm $i$ after deleting a link $g_{ij}$ is given by:

$$\pi_i(g^c - g_{ij}) = \alpha - N c_i(g^c - g_{ij}) + c_j(g^c - g_{ij}) + \sum_{k \neq i,j} c_k(g^c - g_{ij})$$

Under the assumption of perfect spillovers, $c_i(g^c - g_{ij}) = c_j(g^c - g_{ij}) = c_i(g^c) = \gamma_0 - \gamma(N - 1)$ and $c_k(g^c - g_{ij}) = \gamma_0 - \gamma(N - 1)$, $k \neq i,j$. Therefore, $\pi_i(g^c) = \pi_i(g^c - g_{ij})$ and there is no incentive to delete the link $g_{ij}$.

We now study the nature of stable networks more generally. Recall that there exists a path between $i$ and $j$ if either $g_{ij} = 1$ or there is a sequence of firms $i_1, i_2, \ldots, i_n$ such that $g_{ii_1} = g_{i_1i_2} = \cdots = g_{i_{n-1}i_n} = 1$. We say that a network is connected if for every pair of firms $i, j \in N$, there exists a path between them. A network is unconnected if there exists some $i, j \in N$ such that there is no path between them. A network is minimally connected if $g - g_{ij}$ is unconnected for each $g_{ij} \in g$, $g_{ij} = 1$. Examples of minimally connected networks include the star and the line network.

Our next result looks at connected networks. We will say that a link $g_{ij}$ is critical in the network $g$ if $g_{ij} = 1$ in $g$ and there is no path between $i$ and $j$ in the network $g - g_{ij}$. Likewise, $g_{ij}$ is non-critical in the network $g$ if $g_{ij} = 1$ in $g$ and there exists a path between $i$ and $j$ in the network $g - g_{ij}$.

---

6This corresponds to the original Myerson (1977) formulation where two players cooperate in any given network if they are directly connected by a collaborative link or indirectly by a path of intermediate collaborative links.
Proposition 4.2 Suppose that (A.1')-(A.2) hold. If \( g \) is connected then \( g \) is stable if every link in \( g \) is non-critical. Moreover, if \( g \) is minimally connected, then it is not stable for \( N > 3 \).

Proof: If \( g \) is connected, then clearly adding links makes no difference to the payoffs because it leaves the marginal costs of all firms unaffected. Moreover, deleting a single link \( g_{ij} \) again makes no difference since \( g_{ij} \) is non-critical. Thus, if \( g \) is connected and every link is non-critical, then \( g \) is stable.

Let \( g \) be a minimally connected network. In \( g \), all firms have a marginal cost of \( \gamma_0 - \gamma(N - 1) \). By definition of minimal connectedness, there exists some \( i, j \in \mathcal{N} \) such that in \( g - g_{ij} \), firm \( j \) is isolated from the other \( N - 1 \) firms and firm \( i \) is connected to \( N - 2 \) firms other than firm \( j \). The new marginal costs are \( c_i(g - g_{ij}) = \gamma_0 - \gamma(N - 2) \), \( c_j(g - g_{ij}) = \gamma_0 \) and \( c_k(g - g_{ij}) = \gamma_0 - \gamma(N - 2) \), \( k \neq i, j \). The payoff to firm \( i \) before and after the deletion of the link are:

\[
\pi_i(g) = \alpha - [(\gamma_0 - \gamma(N - 1)]
\]
\[\text{(9)}\]

\[
\pi_i(g - g_{ij}) = \alpha - N[(\gamma_0 - \gamma(N - 2)] + (N - 2)[\gamma_0 - \gamma(N - 2)] + \gamma_0
\]
\[\text{(10)}\]

It can now be verified that \( \pi_i(g - g_{ij}) - \pi_i(g) = \gamma(N - 3) > 0 \) for \( N > 3 \). Therefore, \( g \) is not stable for \( N > 3 \).

As a partial converse of the first part of Proposition 4.2 we have that if \( g \) is a stable connected network with \( N > 3 \) firms, then at least one link in \( g \) is non-critical. If not, then all links in \( g \) would be critical implying that \( g \) is minimally connected. But, from the second part of Proposition 4.2, this would contradict the stability of \( g \).

We next look at the class of unconnected networks. We first show that components in a stable network must be of unequal size. The argument is as follows: suppose that there are two components 1 and 2, of size \( k \) each in a stable network. Then the gross profit advantage for a firm \( i \) in component 1 to form a link with another firm \( j \) in component 2, is given by \( Nk\gamma \), while the disadvantage in terms of reduced costs of other firms is given by \( (k^2 + (k - 1)k)\gamma \). The former effect is larger if \( Nk\gamma > (k^2 + (k - 1)k)\gamma \), which is equivalent to the requirement that \( N > 2k - 1 \), which is always true. This argument is summarized in the following lemma:
Lemma 4.1 Suppose that (A.1')-(A.2) hold. In a stable network the components are of unequal size.

The next result derives an upper bound on the number of components.

Proposition 4.3 Suppose that (A.1')-(A.2) hold. If $g$ is a stable network, then it has at most two components.

Proof: Suppose $g$ is a stable network with more than two components. Let $g'$ and $g''$ be the smallest two components with $|N(g')| = n'$ and $|N(g'')| = n''$. Then, by the definition of a component, $n', n'' < (N + 1)/2$. Let $i \in N(g')$ and $j \in N(g'')$. Then, the payoff of firm $i$ before and after forming a link with firm $j$ are:

$$
\pi_i(g) = \alpha - (N - n' + 1)[\gamma_0 - \gamma(n' - 1)] + n''[\gamma_0 - \gamma(n'' - 1)] + \sum_{k \not\in N(g') \cup N(g'')} c_k(g)
$$

$$
\pi_i(g + g_{ij}) = \alpha - (N - n' + 1)[\gamma_0 - \gamma(n' + n'' - 1)] + n''[\gamma_0 - \gamma(n' + n'' - 1)] + \sum_{k \not\in N(g') \cup N(g'')} c_k(g + g_{ij})
$$

Subtracting (12) from (13) and simplifying:

$$
\pi_i(g + g_{ij}) - \pi_i(g) = \gamma n'' [N - 2n' + 1]
$$

From (14), $\pi_i(g + g_{ij}) > \pi_i(g)$ if and only if $n' < (N + 1)/2$, which is true by hypothesis. An identical argument establishes that $\pi_j(g + g_{ij}) > \pi_j(g)$ if and only if $n'' < (N + 1)/2$, which is also true by hypothesis. But this contradicts the stability of $g$.

We now give an example of a stable network with two components. Consider a network where one component contains $N - 1$ firms while the other one contains the remaining single firm. Moreover, let the first component be complete. It can be verified that if $N \geq 4$ then this network is stable. In such a network, the isolated firm wishes to form a link with the
large component, but none of the firms in the large component wish to form a link with the isolated firm.\footnote{To see this note that, in the linear model with perfect spillovers, the advantage for a firm in the large component from forming a link is given by $N\gamma$, while the disadvantage, reflected in the falling costs of the other firms, is given by $(N - 1)\gamma + (N - 2)\gamma$. The latter is larger than the former if $N > 3$. By contrast, the advantage for the singleton firm from such a link is $N(N - 1)\gamma$, while the disadvantage is $(N - 1)\gamma$. Clearly, the former is larger than the latter, so long as $N \geq 2$.}

We study the nature of efficient networks next. In contrast to the no spillover case, the set of efficient networks is quite large.

**Proposition 4.4** Suppose that (A.1')-(A.2) hold. A network $g$ is efficient if and only if it is connected.

**Proof** Consider the "only if" part. Consider any network $g$ with two or more components. Let $g'$ and $g''$ be the two largest components where $|N(g')| = n' \leq |N(g'')|$. Let $i \in N(g')$ and $j \in N(g'')$. Consider the network $g + g_{ij}$. We will show that $W(g + g_{ij}) > W(g)$; thus any disconnected network is welfare dominated, implying that an efficient network must be connected. From expression (4) it follows that $Q(g + g_{ij}) > Q(g)$; therefore, consumer surplus strictly increases with the addition of the link $g_{ij} = 1$. To show that aggregate profits also increase, we need a few intermediate facts. First, comparing the outputs of firms before and after the formation of the link $g_{ij} = 1$, we observe that for all $h \in N(g'), l \in N(g'')$ and $k \notin N(g') \cup N(g'')$:

$$Q_l(g) \geq Q_h(g) \geq Q_k(g) \quad (15)$$

$$Q_l(g + g_{ij}) = Q_h(g + g_{ij}) > Q_k(g + g_{ij}) \quad (16)$$

Second, comparing the change in output for each firm before and after the formation of the link $g_{ij} = 1$:

$$Q_h(g + g_{ij}) - Q_h(g) = \frac{\gamma n''(N - 2n' + 1)}{(N + 1)}, \quad h \in N(g') \quad (17)$$

$$Q_l(g + g_{ij}) - Q_l(g) = \frac{\gamma n'(N - 2n'' + 1)}{(N + 1)}, \quad l \in N(g'') \quad (18)$$
Combining the above, we get:

\[
\sum_{m \in \mathcal{N}} [Q_m^2(g + g_{ij}) - Q_m^2(g)] = \sum_{m \in \mathcal{N}} [Q_m(g) + Q_m(g + g_{ij})][Q_m(g + g_{ij}) - Q_m(g)] 
\geq \frac{2 \gamma n' n''}{N + 1} \left[ Q_h(g) + Q_h(g + g_{ij}) \right] > 0.
\]  

Details of the computations are provided in the appendix. This proves that \( g \) is welfare dominated by \( g + g_{ij} \). Since \( g \) was an arbitrary disconnected network, this implies that any disconnected network is welfare dominated. Hence an efficient network is necessarily connected.

Regarding the "if" part, suppose \( g \) is some connected network which is not efficient. Then there exists some \( g^* \in \mathcal{G} \) such that \( W(g^*) > W(g) \). If \( g^* \) is connected, then it yields the same aggregate welfare as \( g \), contradicting \( W(g^*) > W(g) \). Now suppose that \( g^* \) is unconnected and let \( g^1, g^2, \ldots, g^K \) be its components such that \( |N(g^1)| \leq |N(g^2)| \leq \ldots |N(g^K)| \). Letting \( i_n \) denote a firm in \( |N(g^n)|, n = 1, 2, \ldots, K \), we can mimic the argument in the first part to show that \( W(g^* + g_{i_K-1,i_K}) > W(g^*) \). Repeating this argument \( K - 1 \) times strictly increases aggregate welfare in each step and culminates with the connected network, \( g^* + \sum_{n=1}^{K-1} g_{i_n,i_{n+1}} \). By the assumption of perfect spillovers, \( W(g) = W(g^* + \sum_{n=1}^{K-1} g_{i_n,i_{n+1}}) > W(g^*) \) contradicting \( W(g^*) > W(g) \). This proves the "if" part of the proposition. \( \triangle \)

5 General costs with no spillovers

We once again consider the model where a firm's marginal cost decreases with the number of firms to whom it is directly linked but are unaffected by the number of indirect links to other firms. We specify marginal cost of firm \( i \) quite generally by \( c_i(g) \equiv c(\eta_i(g, 1)) \). We assume that:

\[
Q_k(g + g_{ij}) - Q_k(g) = -\frac{2 \gamma n' n''}{(N + 1)}, \quad k \notin N(g') \cup N(g'')
\]
Our first result establishes that every stable network has the following transitivity property: if firms \( i \) and firm \( j \) have a collaboration and firm \( j \) has a collaboration with some other firm \( k \), then it must be the case that firms \( i \) and \( k \) also have a collaboration.

Proposition 5.1 Suppose (A.2)-(A.3) hold. A stable network consists of complete components.

The proof uses two lemmas; these results are also of some independent interest and so we state and prove them in the text.

Lemma 5.1 Consider a stable network, \( g \). If \( \eta_i(g,1) = \eta_j(g,1) \), then \( g_{ij} = 1 \).

Proof: Let \( g \) be stable. If \( \eta_i(g,1) = \eta_j(g,1) = N \), then by definition \( g_{ij} = 1 \). Therefore, consider the case where \( \eta_i(g,1) = \eta_j(g,1) < N \) and \( g_{ij} = 0 \). The payoffs to \( i \) and \( j \) are identical if \( \eta_i(g,1) = \eta_j(g,1) \). The payoff to firm \( i \) is given by:

\[
\pi_i(g) = \alpha - N c(\eta_i(g,1)) + c(\eta_j(g,1)) + \sum_{k \neq i,j} c(\eta_k(g,1)) \quad (22)
\]

In the network, \( g + g_{ij} \), the payoff to firm \( i \) is given by:

\[
\pi_i(g + g_{ij}) = \alpha - N c(\eta_i(g,1) + 1) + c(\eta_j(g,1) + 1) + \sum_{k \neq i,j} c(\eta_k(g + g_{ij},1)) \quad (23)
\]

Note that \( \eta_k(g + g_{ij},1) = \eta_k(g,1) \) for \( k \neq i, j \). Therefore, \( c(\eta_k(g + g_{ij},1)) = c(\eta_k(g,1)) \). On rearranging terms, it follows that \( \pi_i(g + g_{ij}) > \pi_i(g) \) if and only if \( c(\eta_i(g,1) + 1) < c(\eta_i(g,1)) \) which is true by (A.3). But this contradicts the hypothesis that \( g \) is stable. \( \triangle \)

Lemma 5.1 has some interesting implications for the nature of stable networks. The first implication is that the empty network, \( g^e \), is not stable. The second implication is that a stable network cannot have two or more singleton components. The third implication is that the star/hub-spokes network \( ^8 \) is not stable. This is because in all these networks, there are

\(^8\)A star network has one central agent \( i \), with \( g_{ij} = 1 \) for every \( j \neq i \) and \( g_{jk} = 0 \) for every \( j, k \neq i \).
at least two firms $i$ and $j$ who have the same number of direct links but $g_{ij} = 0$. By Lemma 5.1, these two firms have an incentive to form a direct link.

**Lemma 5.2** Consider a stable network $g$. If firms $i$ and $j$ belong to a component of $g$, then $g_{ij} = 1$.

**Proof:** Consider a stable network $g$. Suppose that $g$ has a component $g'$ where $|N(g')| = k \geq 3$ (for $k = 1$ or $k = 2$, the claim is obviously true). Let there be $l \leq k$ agents in $g'$ with $\eta_i(g',1) = k$. If $l = k$, then we are done. Therefore, suppose that $l < k$. Since $l$ agents have $\eta_i(g',1) = k$, it follows that for any $j \in N(g')$, $\eta_j(g',1) \geq l + 1$. Moreover, since only $l$ agents have $\eta_i(g',1) = k$, it follows that there are $k - l$ agents with $l + 1 \leq \eta_i(g',1) \leq k - 1$. Hence $\eta_i(g',1)$ can take on $(k - l - 1)$ possible values. Since there are $k - l$ firms, it follows that there exist at least two firms $i$ and $j$ with $\eta_i(g',1) = \eta_j(g',1) < k$. An application of Lemma 5.1 now implies that $g$ is not stable, a contradiction. This completes the proof. $\triangle$

Combining Lemmas 5.1 and 5.2 yields us Proposition 5.1. Moreover, an implication of Lemma 5.1 is that if a stable network contains many components then they must be of unequal size.

The above results leave open the issue of existence of stable networks. The next result shows that the set of stable networks is non-empty.

**Proposition 5.2** Suppose (A.2)-(A.3) hold. Then the complete network, $g^c$, is stable.

**Proof:** In $g^c$, $\eta_i(g^c,1) = N - 1$, $\forall i \in \mathcal{N}$. Therefore, firm $i$ has a marginal cost of $c(N - 1)$ and payoff of:

$$\pi_i(g^c) = \alpha - c(N - 1)$$

(24)

There are no links to add so condition (ii) of stability is automatically satisfied. We check condition (i) next. Suppose we set $g_{ij} = 0$ for some pair $i$ and $j$. In the ensuing network, $g^c - g_{ij}$, the payoff to $i$ is given by:

$$\pi_i(g^c - g_{ij}) = \alpha - Nc(N - 2) + c(N - 2) + (N - 2)c(N - 1)$$

(25)

The payoff to firm $j$ is identical. There is no incentive to delete link $g_{ij} = 1$ if $\pi_i(g^c - g_{ij}) < \pi_i(g^c)$. But this is equivalent to $c(N - 1) < c(N - 2)$ which is true by (A.3). $\triangle$
We would like to further characterize the structure of networks. A first step in that direction is the next result. It provides a complete characterization for a restricted set of parameters.

**Proposition 5.3** Suppose (A.2)-(A.3) hold and in addition $N[c(k) - c(k + 1)] > c(l) - c(l + 1) \forall l, k \in \{1, \ldots, N - 1\}$. Then $g^c$ is the unique stable network.

**Proof:** Proposition 5.2 shows that under (A.2)-(A.3), $g^c$ is stable. We now show that under the hypothesis, $N[c(k) - c(k + 1)] > c(l) - c(l + 1) \forall l, k \in \{1, \ldots, N - 1\}$, $g \neq g^c$ is not stable, thus establishing that the complete network is the unique stable network. Consider some $g$ with $g_{ij} = 0$. We show that both $i$ and $j$ are strictly better off by forming a link. The payoff to $i$ in network $g$ is given by:

$$
\pi_i(g) = \alpha - Nc(\eta_i(g, 1)) + c(\eta_j(g, 1)) + \sum_{k \neq i,j} c(\eta_k(g, 1)) \tag{26}
$$

In the network, $g + g_{ij}$, the payoff to firm $i$ is given by:

$$
\pi_i(g + g_{ij}) = \alpha - Nc(\eta_i(g, 1) + 1) + c(\eta_j(g, 1) + 1) + \sum_{k \neq i,j} c(\eta_k(g + g_{ij}, 1)) \tag{27}
$$

Since $\eta_k(g + g_{ij}, 1) = \eta_k(g, 1)$, it follows that $c(\eta_k(g + g_{ij}, 1)) = c(\eta_k(g, 1))$. Comparing (26) and (27), we find that $\pi_i(g + g_{ij}) > \pi_i(g)$ if and only if:

$$
N[c(\eta_i(g, 1) + 1)] > c(\eta_j(g, 1)) - c(\eta_j(g, 1) + 1) \tag{28}
$$

Similarly for firm $j$, $\pi_j(g + g_{ij}) > \pi_j(g)$ if and only if:

$$
N[c(\eta_j(g, 1) + 1)] > c(\eta_i(g, 1)) - c(\eta_i(g, 1) + 1) \tag{29}
$$

Inequalities (28) and (29) are satisfied if $N[c(k) - c(k + 1)] > c(l) - c(l + 1)$, for all $l, k \in \{1, 2, \ldots, N - 1\}$. Thus, $g$ is not stable, a contradiction. QED

We now examine the number of components that can arise in stable networks under more general conditions. Let $k$ be the total number of firms to which a given firm is directly linked. We examine the cases where the marginal cost function is concave and convex, respectively,
in $k$. It is easily seen that if the function is concave then it displays increasing differences, i.e., $c(k) - c(k+1) > c(k-1) - c(k)$, for all $k \in \{1, \ldots, N-1\}$. Likewise, convexity implies decreasing differences, i.e., $c(k) - c(k+1) < c(k-1) - c(k)$, for all $k \in \{1, \ldots, N-1\}$.

**Proposition 5.4** Suppose (A.2)-(A.3) hold and the marginal cost function has the property of decreasing differences in $k$. Let $z \in \{1, \ldots, N-1\}$ be the smallest integer for which $N[c(z) - c(z+1)] \leq c(0) - c(1)$. Then, in any stable network, there is at most one component of size smaller than $z$. If there is no $z$ satisfying the above inequality, then the complete network is the unique stable network.

**Proof:** If there is no $z$ satisfying the conditions of the proposition, then the proof of Proposition 5.3 applies. We, therefore, focus on the case where such a $z$ exists. We first show that given any two components, $g'$ and $g''$ of $g$ with $|N(g')| = z'$ and $|N(g'')| = z''$, each firm $j \in N(g')$, has an incentive to form a link with a firm $i \in N(g'')$. The payoff to $j \in N(g')$ is given by:

$$\pi_j(g) = \alpha - Nc(z') + c(z'') + \sum_{l \neq i, j} c(\eta_l(g, 1))$$ (30)

The payoff to firm $j \in N(g')$, after adding a link with $i \in N(g'')$, is given by:

$$\pi_j(g + g_{ij}) = \alpha - Nc(z' + 1) + c(z'' + 1) + \sum_{l \neq i, j} c(\eta_l(g + g_{ij}, 1))$$ (31)

Note that $c(\eta_l(g, 1)) = c(\eta_l(g + g_{ij}, 1))$ for $l \neq i, j$. Therefore, $\pi_j(g + g_{ij}) > \pi_j(g)$ if and only if $N[c(z') - c(z' + 1)] > c(z'') - c(z'' + 1)$. But this is true since $z' < z''$ and the property of decreasing differences is satisfied.

We next show that if $z$ is any integer satisfying $N[c(z) - c(z+1)] \leq c(0) - c(1)$, then there is at most one component with less than $z$ firms. Suppose not. Let there be two components $g'$ and $g''$, with $N(g') = z'$ and $N(g'') = z''$ firms. Assume that $0 < z' < z'' < z$. We have already seen that every $j \in N(g')$ has an incentive to establish a link with any firm $i \in N(g'')$. Therefore, stability dictates that every firm $i \in N(g'')$ should have an incentive to not form a link with any firm $j \in N(g')$. In other words, it must be true that

---

9To see this note that by the definition of concavity, for any integer $1 < k < N$, $c(k) = c(\frac{1}{2}(k - 1) + \frac{1}{2}(k + 1)) > \frac{1}{2}c(k - 1) + \frac{1}{2}c(k + 1)$. Rearranging the above yields the property of increasing differences: $c(k) - c(k+1) > c(k-1) - c(k)$.
Following the same argument above, this is equivalent to the requirement that \( N[c(z''') - c(z'' + 1)] < c(z') - c(z' + 1) \). However, \( z'' < z \), and so by definition of \( z \) and the property of decreasing differences it follows that:

\[
N[c(z'') - c(z'' + 1)] > c(0) - c(1) > c(z') - c(z' + 1)
\]

This contradicts the definition of stability of \( g \) and completes the proof.

This result gives us an upper bound on the number of components. To illustrate this, let the oligopolistic industry consist of \( N = 100 \) firms and suppose that the parameters are such that \( z = 30 \). The above result tells us that at most one component can be of size smaller than 30; the smallest such component consists of a single firm. The remaining 99 firms have to be each of size 30 or more. Thus there can be at most 3 other components. Putting together these observations we get that there can be at most 4 components in any stable network. More generally, letting \( \lceil x \rceil \) denote the smallest integer exceeding a real number \( x \), we can say that if \( N \) is the number of firms and \( z \) is as defined in Proposition 5.4, then the number of components in a stable network is bounded above by \( [(N - 1)/z] \).

It may also be noted that an argument identical to that in Proposition 3.2, which exploits the assumption of no spillovers, can be constructed to show that the complete network is uniquely efficient in \( G \).

### 6 Conclusion

So far we have studied the nature of network formation with no spillovers and perfect spillovers and the case where all firms are ex-ante identical. We conclude with a brief discussion of the nature of network formation when spillovers are positive but imperfect or when firms are not ex-ante identical.

To look at imperfect spillovers, we shall study a linear specification of the costs. Suppose that \( c_i(g), i \in \mathcal{N} \) is defined as follows:

\[
c_i(g) = \gamma_0 - \gamma_0 \eta_1(g, 1) + \delta_1 \eta_2(g, 2) + \delta^2 \eta_3(g, 3) + \cdots + \delta^{N-2} \eta_{N-1}(g, N - 1)
\]  \hspace{1cm} (A.4)

where \( \eta_i(g, k) \) is the number of firms who are at a geodesic distance \( k \) from \( i \) and \( 0 < \delta < 1 \) is the spillover parameter. Note that if \( \delta = 0 \), then we are back in the model with no...
spillovers, while $\delta = 1$ corresponds to the case of perfect spillovers. An argument along the lines of Proposition 4.1 shows that the complete network $g^{c}$ continues to be stable in this setting. This indicates that the set of stable networks is non-empty. It can also be shown that networks in which two firms, $i$ and $j$ have the same number of direct and indirect links with identical firms $k \neq i, j$ but $g_{ij} = 0$ cannot be stable. This once again rules out networks with two or more singleton components, and the star network from being stable.

We saw in the no spillover case that stable networks generated a collaboration relationship that was transitive. Allowing firms to be asymmetric, while maintaining the assumption of no spillovers, generates stable networks where collaboration relations may be intransitive. For instance, let $N = 3$ and consider the following marginal costs for the three firms:

$$c_1 = \gamma + \beta, \quad c_2 = c_3 = \gamma + 2\beta$$

where $\gamma, \beta > 0$. Every direct link reduces marginal cost by $\beta$ unless costs are already at a minimum in which case links have no effects. The minimum marginal cost is $\gamma$. It can be easily verified that a star network, with either firm 2 or firm 3 as the center of the star, is uniquely stable.

A full characterization of network formation with imperfect spillovers and with asymmetric firms is one of the objectives of future research.
7 Appendix

Proof of Proposition 3.1: We first show that $g^c$ is stable. In $g^c$, $\eta_i(g^c, 1) = N - 1$, $\forall i \in \mathcal{N}$. Therefore, firm $i$ has a marginal cost of $\gamma_0 - \gamma(N - 1)$ and payoff of:

$$\pi_i(g^c) = (\alpha - \gamma_0) + \gamma(N - 1)$$

(32)

There are no links to add so condition (ii) of stability is automatically satisfied. We check condition (i) next. Suppose we set $g_{ij} = 0$ for some pair $i$ and $j$. In the ensuing network, $g^c - g_{ij}$, the payoff to $i$ is given by:

$$\pi_i(g^c - g_{ij}) = \alpha - (N - 1) [\gamma_0 - \gamma(N - 2)] + (N - 2) [\gamma_0 - \gamma(N - 1)] = (\alpha - \gamma_0)$$

(33)

The payoff to firm $j$ is identical. There is no incentive to delete link $g_{ij} = 1$ since $\pi_i(g^c) - \pi_i(g^c - g_{ij}) = \gamma(N - 1) > 0$.

We now show that $g^c$ is the unique stable network. Consider a stable network $g \neq g^c$. Then, there exists $i, j \in \mathcal{N}$ with $g_{ij} = 0$. We show that both $i$ and $j$ are strictly better off by forming a link. The payoff to $i$ in the network $g + g_{ij}$ is given by:

$$\pi_i(g + g_{ij}) = \alpha - Nc(\eta_i(g, 1)) + c(\eta_j(g, 1)) + \sum_{k \neq i, j} c(\eta_k(g, 1))$$

(34)

In the network, $g + g_{ij}$, the payoff to firm $i$ is given by:

$$\pi_i(g + g_{ij}) = \alpha - Nc(\eta_i(g, 1) + 1) + c(\eta_j(g, 1) + 1) + \sum_{k / i, j \in} c(\eta_k(g + g_{ij}, 1))$$

(35)

Since $\eta_{ij}(g + g_{ij}, 1) = \eta_i(g, 1)$, it follows that $c(\eta_k(g + g_{ij}, 1)) = c(\eta_k(g, 1))$. Using (34) and (35) and the specification (A.1), we find that $\pi_i(g + g_{ij}) - \pi_i(g) = \gamma(N - 1) > 0$. An identical argument establishes that for firm $j$, $\pi_j(g + g_{ij}) - \pi_j(g) = \gamma(N - 1) > 0$. Thus, condition (ii) is violated and $g$ is not stable, a contradiction.

Proof of Proposition 3.2: Consider any network $g \neq g^c$. Then, for some $i, j \in \mathcal{N}$, $g_{ij} = 0$. We now show that $g + g_{ij}$ yields strictly greater aggregate welfare than $g$. First, consider consumer surplus. Under (A.1), note that:
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\[ Q(g + g_{ij}) - Q(g) = \frac{2\gamma}{(N + 1)} , \quad Q(g + g_{ij}) + Q(g) = 2\left[ Q(g) + \frac{\gamma}{(N + 1)} \right] \]

Therefore, the change in consumer surplus becomes:

\[ \frac{1}{2} \left[ Q^2(g + g_{ij}) - Q^2(g) \right] = \left[ Q(g) + \frac{\gamma}{(N + 1)} \right] \frac{2\gamma}{(N + 1)} \quad (36) \]

Next, consider aggregate profits. For firm \( i \) (as well as for firm \( j \)):

\[ Q_i(g + g_{ij}) - Q_i(g) = \frac{\gamma(N - 1)}{(N + 1)} , \quad Q_i(g + g_{ij}) + Q_i(g) = 2Q_i(g) + \frac{\gamma(N - 1)}{(N + 1)} \]

Therefore, the change in aggregate profits for firms \( i \) and \( j \) are:

\[ \sum_{h=i,j} [Q^2_h(g + g_{ij}) - Q^2_h(g)] = \sum_{h=i,j} \left[ 2Q_h(g) + \frac{\gamma(N - 1)}{(N + 1)} \right] \left[ \frac{\gamma(N - 1)}{(N + 1)} \right] \quad (37) \]

For firms \( k \neq i, j \):

\[ Q_k(g + g_{ij}) - Q_k(g) = \frac{-2\gamma}{(N + 1)} , \quad Q_k(g + g_{ij}) + Q_k(g) = 2Q_k(g) - \frac{2\gamma}{(N + 1)} \]

Therefore, the change in aggregate profits for firms \( k \neq i, j \) are:

\[ \sum_{k \neq i,j} [Q^2_k(g + g_{ij}) - Q^2_k(g)] = \sum_{k \neq i,j} \left[ 2Q_k(g) - \frac{2\gamma}{(N + 1)} \right] \left[ -\frac{2\gamma}{(N + 1)} \right] \quad (38) \]

Summing up (36), (37) and (38), the change in aggregate welfare can be simplified to:

\[ W(g + g_{ij}) - W(g) = \left[ N \sum_{h=i,j} Q_h(g) - \sum_{k \neq i,j} Q_k(g) \right] \left[ \frac{2\gamma}{(N + 1)} \right] + \frac{2\gamma^2(N^2 - 2)}{(N + 1)^2} \quad (39) \]
From (39), \( W(g + g_i) > W(g) \), if for the network \( g \):

\[
N \sum_{h=i,j} Q_h(g) - \sum_{k \neq i,j} Q_k(g) > 0. \tag{40}
\]

To see that this is true we proceed as follows: First we check by direct computation that this inequality is satisfied for \( N = 3 \). Then we consider the case of \( N \geq 4 \). We suppose that \( g \) is a network in which there is a link between (say) \( i \) and some other agent \( k \in N \setminus \{i, j\} \). (If not, then proceed to the next step.) Define a new network \( g - g_i,k \). Straightforward but tedious calculations reveal that:

\[
N \sum_{h=i,j} Q_h(g) - \sum_{k \neq i,j} Q_k(g) \geq N \sum_{h=i,j} Q_h(g - g_i,j) - \sum_{k \neq i,j} Q_k(g - g_i,j) \tag{41}
\]

Proceeding inductively, we show that

\[
N \sum_{h=i,j} Q_h(g) - \sum_{k \neq i,j} Q_k(g) \geq N \sum_{h=i,j} Q_h(g') - \sum_{k \neq i,j} Q_k(g') \tag{42}
\]

where \( g' \) is defined as the network obtained from \( g \) after all links involving firms \( i \) and \( j \) are deleted.

Now consider the network formed when every pair of firms \( k, l \in N \setminus \{i, j\} \) has a direct link and the firms \( i \) and \( j \) remain isolated singletons. Denote this new network by \( \hat{g} \). It follows from Lemma 3.1 that the output of firms in \( N \setminus \{i, j\} \) is (weakly) greater in \( \hat{g} \) as compared to \( g' \). Since the costs of firms \( i \) and \( j \) have remained the same, while the costs of all the other firms have (weakly) decreased, it follows from (3) that the combined output of firms \( i \) and \( j \) has (weakly) decreased in the move from \( g' \) to \( \hat{g} \). These observations along with (42) allow us to state:

\[
N \sum_{h=i,j} Q_h(g) - \sum_{k \neq i,j} Q_k(g) \geq N \sum_{h=i,j} Q_h(\hat{g}) - \sum_{k \neq i,j} Q_k(\hat{g}) \tag{43}
\]

Thus to verify inequality (40), it suffices to check if the R.H.S. of (43) is positive. In \( \hat{g} \):

\[
Q_h(\hat{g}) = \frac{(\alpha - \gamma_0) - (N - 2)(N - 3)\gamma}{(N + 1)}, \quad h = i, j \tag{44}
\]
Substituting (44) and (45) into (40) and simplifying, aggregate welfare will increase if \((N + 2)(\alpha - \gamma_0) > \gamma(2N + 3)(N - 2)(N - 3) = \gamma[2N^3 - 7N^2 - 3N + 18]\). But this is true under our parametric restrictions (A.2) and (A.1) since \((N + 2)(\alpha - \gamma_0) > (N + 2)(2N - 1)\gamma_0 > (N + 2)(2N - 1)N\gamma = [2N^3 + 3N^2 - 2N] \gamma > [2N^3 - 7N^2 - 3N + 18] \gamma\). Therefore, starting from any \(g \neq g^c\), adding an additional link strictly increases aggregate welfare. Hence aggregate welfare is maximized at \(g^c\). \(\triangle\)

 Computations in Proposition 4.4:

\[
\sum_{m \in \mathcal{N}} \left[ Q_m^2(g + g_{ij}) - Q_m^2(g) \right] = \sum_{m \in \mathcal{N}} \left[ Q_m(g) + Q_m(g + g_{ij}) \right] \left[ Q_m(g + g_{ij}) - Q_m(g) \right]
\]

\[
= \sum_{h \in \mathcal{N}(g')} \left[ Q_h(g) + Q_h(g + g_{ij}) \right] \frac{\gamma n''(N - 2n' + 1)}{N + 1} + \sum_{l \in \mathcal{N}(g'')} \left[ Q_l(g) + Q_l(g + g_{ij}) \right] \frac{\gamma n'(N - 2n'' + 1)}{N + 1} + \sum_{k \notin \mathcal{N}(g') \cup \mathcal{N}(g'')} \left[ Q_k(g) + Q_k(g + g_{ij}) \right] \frac{(-2\gamma n'n'')}{N + 1}
\]

\[
\geq \sum_{h \in \mathcal{N}(g')} \left[ Q_h(g) + Q_h(g + g_{ij}) \right] \frac{\gamma n''(N - 2n' + 1)}{N + 1}
\]
\[
\begin{align*}
&+ \sum_{h \in N(g')} [Q_h(g) + Q_h(g + g_{ij})] \frac{\gamma_n'(N - 2n'' + 1)}{N + 1} \\
&- \sum_{h \notin N(g') \cup N(g'')} [Q_h(g) + Q_h(g + g_{ij})] \frac{2\gamma_n' n''}{N + 1} \\
&\geq \sum_{h \in N(g')} [Q_h(g) + Q_h(g + g_{ij})] \frac{\gamma_n''(N - 2n' + 1)}{N + 1} \\
&+ \sum_{h \in N(g'')} [Q_h(g) + Q_h(g + g_{ij})] \frac{\gamma_n'(N - 2n'' + 1)}{N + 1} \\
&- \sum_{h \notin N(g') \cup N(g'')} [Q_h(g) + Q_h(g + g_{ij})] \frac{2\gamma_n' n''}{N + 1} \\
&= n' [Q_h(g) + Q_h(g + g_{ij})] \frac{\gamma_n''(N - 2n' + 1)}{N + 1} \\
&+ n'' [Q_h(g) + Q_h(g + g_{ij})] \frac{\gamma_n'(N - 2n'' + 1)}{N + 1} \\
&- (N - ' n' '') [Q_h(g) + Q_h(g + g_{ij})] \frac{2\gamma_n' n''}{N + 1} \\
&= [Q_h(g) + Q_h(g + g_{ij})] \frac{\gamma_n'' n'((N - 2n' + 1)}{N + 1} \\
&+ (N - 2n'' + 1) - 2(N - n' - n'') \\
&= \frac{2\gamma_n' n''}{N + 1} [Q_h(g) + Q_h(g + g_{ij})] > 0
\end{align*}
\]

This proves the proposition. \(\triangle\)
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